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Siebel CRM Cloud Native Architecture announced on the Virtual Summit

Siebel CRM Infrastructure ma) Cloud Native Infrastructure
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Siebel CRM Cloud Native Architecture announced on the Virtual Summit

Cloud Native Infrastructure built around independent Siebel Components
CNCF Criterion - Streaming and Messaging

HELM— B
A ﬂUX flagger

iy <

Progressive Delivery

‘\ ].Stl 0 Traffic Management (Ingress, Egress, Inter Service), Discovery, Configuration, Certificates J

CNCF Criteria

15

Containerization: &
docker

Orchestration & Application
Definition: ng

Service Proxy, Discovery & Mesh:
é‘f:% l,_\lstio

Observability & Analysis
T n .
T 9 fl%d Grafana Fiba

CI/CD': Progressive Delivery

Streaming & Messaging: Custom
Event Publishing & Subscription
Framework

4 6\

Siebel EAIl Service

/6\

Siebel Webtools Service

4 @ I

Siebel Work Flow Service

- Y ™~
QEAI v QWebtools 'QWorkﬂow
flventd Al eaiObjMar fluentd A_l toolsOt:ngr fluentd WfPro::Mgr
Q @ W Q & &

Horizontal Pod
Autoscaling

\ envoy dockerdotker/ \envcy docker docker / \ envoy  docker )
————— i
L Canary/Rolling Deployment
. 4 )
== y ; Scrape Metrics from Pod
o, " ned Metrics fluentd hane Get Metrics for C
Tracing et Metrics for Canary
b 1o Analysis
\_ J = Log . . .
i r Y twsicsnch  Aggregation Adjust weighted routing
e N & Dashboard . .
! r\ Dynamic Scaling
= i ) Monitoring Scrape Metrics from Pod
]
. Grafana Dashboard Get Metrics for Autoscaling
Manager L J Analysis

Copyright ® 2020, Oracle and/or its affiliates

Jr
Ideaport

RIGA



Siebel CRM Cloud Native Architecture announced on the Virtual Summit

Cloud Native Siebel CRM

1 Siebel and non-Siebel actors in a Siebel Cloud Native Setup
2 Demo: Cloud Native Environment Creation

3 Demo: Horizontal Pod Auto-scaling

4 Demo: Canary Release - Success Scenario

5 Demo: A/B Testing — Failure Scenario

6  Demo: Siebel Event Pub Sub Architecture
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Sep 15 -Sep 17

Watch Siebel CRM Cloud Native Sessions: https://bit.ly/SiebelCloudNative

Sep 22 -Sep 25 Sep 29 - Oct 02

Learn how to Optimize Customer Advocacy with
Siebel Loyalty

Duration: 45 mins
Read More

Watch Webinar

Introducing Oracle Digital Experience for
Communications - the Modern Cloud Native
Solution for Siebel CRM Customers

Duration: 45 mins
Read More

Watch Webinar

Siebel CRM in 2020 - Key Benefits & ROI

Duration: 45 mins
Read More

Watch Webinar

How Oracle can help you Transform your Siebel
CRM Application

Duration: 30 mins
Read More

Siebel CRM Cloud Native Architecture

Duration: 45 mins
Read More

Watch Webinar

Siebel CRM Cloud Native Architecture - Technical
Deep Dive

Duration: 45 mins
Read More

|
i

American Airlines' Transformation to Oracle Cloud
Infrastructure

Duration: 45 mins
Read More

Watch Webinar

Siebel CRM Customer Success for Telco

Duration: 45 mins
Read More

Watch Webinar
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https://bit.ly/SiebelCloudNative
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TECHNICAL DETAILS

CNCF drives Cloud Native’ ecosystem evolution and adoption;

Kubernetes + Backing services that provide observability,

scaling, service mesh, deployments;
Operates on Public clouds or On-prem (Openshift);

Siebel services are running in a Kubernetes cluster.

SIEBEL RELATED NOTES

* Your Siebel business logic remains unchanged;

* CNAis an additional deployment option;

BENEFITS

» Ensures high availability/ scalability;
 Standardizes and simplifies Siebel operations;

» Fosters business agility and innovation.

» Expected in 2021, update to the latest version is required
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Simplified overview of Kubernetes components and backing services

cm: application
configuration data for pods
to consume as containers
are created.

Git stores cluster

Config and Pods Management Deployments configuration deﬁned_ as
Helm Charts, Kustomize or

= o iy >
e [=3 @ 0 glt HELH m ﬁ Kubernetes manifests.
secret hpa ) ‘ Qrgo

Argo syncs cluster
configuration with actual

rs: ensures that a specified
number of pod replicas are

running ‘@ cluster (Argo CD) or rolls
Kubernetes Cluster out new application

Service is a named version (Argo Rollout).

abstraction of software @ @ @ @ @

service; pod is a collection I l l l I . .

of containers with one or @ = = = = = An application running in a

. container ideally should be
several applications @ @ @ @ @ built using «12 factor app»
methodology

Jaeger: application and /
service mesh tracing

Service Mesh provides

Prometheus + Grafana: Observability Service Mesh Traffi
metrics, alerts, -t g " - s clastic ng; d1lc)ar[1:nnca;ﬁzment
dashboards & : QD P ) )
. :jEGER “eu Grafana  fluentd PL Kibana AISUO (—:S'E\’/oy Q kiali ° Securlty
F!uentd + Elasticsearch + - Observability
Kibana: collects and stores Npa
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NCF Cloud Native Interactive Landscape

/ /landscape.cncf.io/

https

CNCF Cloud Native
2020-12-11701

Application Definition & Image Build

WELE

FrisiERoan

Overwhelmed? Please see the CNCF Trail Map. That and the interactive landscape are at l.cncf.io

Platform

Certified Kubernetes - Distribution

Greyed logos are not open source

bility and Analy

Monitering

API Gat

fluentd
d Kubernetes - Hosted

cortex

pliance Key Management

3

Dragonily

[ CLoupNATIvE (St NI

b reapeine SAMphTY

This landscape s Intended
as o map through the
previously uncharted terrain
of cloud native technologies.
There are many routes to
deploying & cloud  native
H application, with  CNCF
I.Can,lO Projects  representiog &
particularly well-traveled
path

Bz Sp g
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Jr
Ideaport

RIGA



Why Siebel customers should adopt Cloud Native Architecture

High Availability

/ Scalability

Ramp up and ramp down
resources as needed, also
automatically

Resilient architecture

Autoscaling

Zero-downtime deployments

No lost business due to the service
Z-E outage / poor performance

X7,

I@ Optimized infrastructure OpEx

Simplified
Operations

Use standardized
infrastructure and
backing services

Resilient architecture

Monitoring dashboards

Automation

Developers focus on business
features development

Decreased operational costs

business needs thanks to
decreased risk and cost

Agility +
Innovation

Deploy as often as

Zero-downtime

Low risk of failure

X7,

)

Low costs

Achieve better ROI faster

Decrease innovation cost
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Your next steps

Find out if your Join Kafka webinar on
organization is already December 18th for demos
running Kubernetes and Q&A
° \ . ° . . e
Watch recordings Try, learn and master Adopt Siebel Cloud
from Siebel CRM Kubernetes on non-business Native Architecture
Virtual Summit critical services, e.g. Kafka
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Three initiatives to
transform your
Siebel CRM in 2021




