g

ata Stream
th Kafka

Wi

RIGA

-
O
Q
®
Q
=




Three initiatives to turn your Siebel into the best non-SaaS CRM

TECHNICAL

BUSINESS

TACTICAL

KAFKA

Adopt
Real-Time Data Streaming
with Kafka

SIEBEL UX

Improve
your Siebel UX with

Nexus Face and Nexus Apps

STRATEGICAL

CLOUD NATIVE

Modernize
your Siebel Platform with
Cloud Native Architecture

SIEBEL UX

Transform
your Siebel UX with

Nexus Face and Nexus Apps
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Adopt Real-Time
Data Streaming
with Kafka
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Siebel CRM Cloud Native Sessions: https://bit.ly/SiebelCloudNative

Sep 15 -Sep 17

Sep 22 -Sep 25

Sep 29 - Oct 02

Learn how to Optimize Customer Advocacy with
Siebel Loyalty

Duration: 45 mins
Read More

Watch Webinar

Introducing Oracle Digital Experience for
Communications - the Modern Cloud Native
Solution for Siebel CRM Customers

Duration: 45 mins
Read More

Watch Webinar

Siebel CRM in 2020 - Key Benefits & ROI

Duration: 45 mins
Read More

Watch Webinar

How Oracle can help you Transform your Siebel
CRM Application

Duration: 30 mins
Read More

Siebel CRM Cloud Native Architecture

Duration: 45 mins
Read More

Watch Webinar

Siebel CRM Cloud Native Architecture - Technical
Deep Dive

Duration: 45 mins
Read More

|
i

American Airlines' Transformation to Oracle Cloud
Infrastructure

Duration: 45 mins
Read More

Watch Webinar

Siebel CRM Customer Success for Telco

Duration: 45 mins
Read More

Watch Webinar
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https://bit.ly/SiebelCloudNative

Kafka comes with the Siebel Cloud Native Architecture

Siebel CRM - Cloud Native Architecture

Gateway and Siebel Siebel Gateway now only
Connection Broker stores Configuration
Ingress Ingress Load Balancing that is downloaded by
Cantroller f
« Each Component wrapped S[t}i:k?r)\ei; gff replaced by Kubernetes the Comps at startup
with Al sidecar for r!mdern ) Stateful Comps Gateway and Siebel Batch Comp as
Ingress and Egressrmterfacmg Request Broker Inter- Kubernetes
= Single Comp-Al pair per Pod Component Routing Job

= Siebel Comps as independent
Kubernetes Services
= Liveness and Readiness

replaced by Kubernetes

Config Pod

Probes added
a
% Ingress Traffic
= /]
©
] .
8 X Siebel Control
Siebel Server ] Gen Plane Messaging
- -
and Gatevufay o EAI Soap Trigger I
orchestration E Batch Inter-
dismantled =l = T Comp Component
= =4 Mounted 5 Mounted Mounted Requests
Volume Volume Volume
% Inter-
Kafka based Component
Event
Fla B P!Jb Notifications
Sub Messaging
Logs written to
locally in Pod

25 Copyright © 2020, Oracle and/or its affiliates
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Siebel Kafka integration: background and demo

Siebel Event Driven Framework
Cloud Native Pub Sub Messaging

* Pub Sub Based Event Messaging
Infrastructure — adapter based so can work
with Kafka, AMQP etc.

¢ ™ Siabel Service Po \
+ Kafka cluster fault tolerant, auto scalable . / ) ) /L \
and highly available. Rt e I o o [l o s ey
. . . Ve
+ Scripting API to Publish and Subscribe to 42
EVE nts_ Declarative Publisher
+ Declarative Configuration to Publish N S CCPubish [ 721172 ] APUBTEREvent (]
External Events on Siebel Runtime Events Kefia Cluster RabotQetc) | | Sisbel PubSub Infra Siebel Server Script
. . . T N N N - Y- Subscriber |7 ---t - [SubscribeEvent (Callback=Any Siebel
« Declarative Configuration to Subscribe to Pl s 4 Consumer (1 |- 4 e } T B Busmest Servie]
External Events with Callback to any valid o B
- - g = B iel untime Even:
Siebel Business Service Method F“"
. : N Any Sl
« Other internal touchpoints for PubSub of ST :::::::
External Events can be added depending on | \\ B /

requirements ) \ roplication Ineriace Siebel oject Manager

14 Copyright @ 2020, Oracle and/or its affiliates E
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http://bit.ly/SiebelKafka

TECHNICAL CHARACTERISTICS

O 1 » Delivers messages with very low latency
» Scales to a thousand brokers and trillions of messages per day
» Stores streams of data safely in fault-tolerant cluster

* Processes streams of events in real time

SIEBEL RELATED NOTES

KAF KA O 2 » Expected in 2021; update to the latest version is required

» Publish and subscribe to events declaratively and using scripting

+ Siebel Cloud Native Architecture uses Kafka internally

* Now Siebel can work with Kafka using CDC or custom

-  y A Connectors
“
USE CASES
| \ O 3 * Audit of the customers’ data access events

» Speed up queries: replace read calls with data syncs

- » Google-like search: push Siebel data into Elasticsearch
' \  |dentify and act on risks and opportunities in Siebel
- data updates using Streams AP S
e iIdeaport

RIGA



Data streaming with Kafka: Real-time performance and reliability

[ Producers/

Source Systems

m Social Data
Clicks Streams

~ Sensor Data

l Mobile Apps

Microservices

SaaS Apps

Enterprise Apps

r

~

4 Source
Connectors
o
<
<
o
\§

-

o

Kafka §@ \

Topics

»

Stream Processors
(Kafka Streams API,
ksqlDB, Spark)

/

4 Sink )
Connectors
<
o
o
<
\§ J

[ Consumers/ \

Target Systems

@ Data Lakes / DWH

p Search

|_-=|& Audit

l Mobile Apps
HEER

EEE  Microservices
| X 0|

Saa$S Apps

Q Enterprise Apps
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Common Kafka Usage Scenario for Siebel applications

Audit: record
user actions
and customers’
data access
events

Google-like
search: push
Siebel data
into Elastic-
search

Streams API:
identify and act
on risks &
opportunities in
Siebel data
updates
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Speeding up queries with CQRS pattern

Ii commands ——

command
handler

main

storage

]

consumer

projection

L queries

query
handler

read
storage
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Speeding up queries in the Siebel CRM ecosystem

Azure On-prem

: Siebel REST
D @ API Siebel DB

mobile app APl Gateway
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Speeding up queries in the Siebel CRM ecosystem

|
commands

-G

mobile app APl Gateway

queries

Siebel REST
API

A

REST API

Siebel DB

§g kafka

CosmosDB

On-prem

Azure

Read Performance Gain

* Record count in DB, BC, CosmosDB
» Accounts 600k > 550k > 500k
* Assets: 85m > 2.5m > 1m

» Flat by System ID - 1.2-1.7x

» Hierachy by System ID - 2.5-3.8x

» Large Response Size - 5.5-13.5x

When to apply

* Pushing Siebel data into
«Digital» applications

» Replacing Siebel VBC by data
streaming from source systems

Current Kafka integration
options for Siebel

» Source connector - CDC (Debezium,
GoldenGate, Striim, etc)

* Sync connector - REST API based
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Implementing Google-like search in the Siebel Ul

Siebel PM via
Nexus Bridge

Siebel Config

Nexus Face
built Ul

visibility
replication

|

—— search —

REST API

Data Access
Contol

Siebel DB

Elastic

search
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SUPPORT OF VARIOS
PATTERNS

While Kafka’s core
integration pattern is event-
based, it also supports Fire-
and-Forget, Publish /
Subscribe, Request-
Response / RPC, Batch and
other patterns.

Kafka is emerging as a middleware platform

SINGLE SET OF
TOOLS

Kafka provides all required
middleware components,
e.g., messaging, storage,
connectors, processing.
How many products do you
currently run in your
middleware stack?

RELIABLE & SCALABLE
INFRASTRUCTURE

Kafka offers extreme scale
and throughput while being
highly available. With the
decoupling of clients, it
solved the problems of
backpressure or unavailable
consumers.

https://www.kai-waehner.de/blog/2019/03/07/apache-kafka-middleware-mqg-etl-esb-comparison/
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https://www.kai-waehner.de/blog/2019/03/07/apache-kafka-middleware-mq-etl-esb-comparison/

Organizational implications of Kafka’s “Dumb pipes smart endpoints” approach

ESB

KAFKA

Event Producer Source
or Connector
Source System (if needed)
15t System Dev Team
Event Producer Source
or Connector
Source System (if needed)

1st System Dev Team

Event Consumer
or
Target System

Topics
Sink
Connector
(if needed)
ESB Dev Team
Topics
Sink
Connector
(if needed)

2" System Dev Team

Operations team

Event Consumer
or
Target System

2nd System Dev Team
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Stream processing

Producers/
Source
Systems

Stream Processors
(Kafka Streams API,
ksqlDB, Spark)

https://kafka-tutorials.confluent.io/

Consumers/
Target
Systems

Consumers/
Target
Systems

Present Kafka topics as
* Streams
» Tables

Two Kafka’s technologies
» ksqlDB (SQL like)

» Streaming API (Java, Scala)

Capabilities

» Transformation of messages
+ Filtering

» Aggregation

» Joining topics

» Time windowing

Main use-cases: real time action on
» Detected anomalies
* Prediction / Recommendation ”

- Analytics iIdeaport

RIGA


https://kafka-tutorials.confluent.io/

Adoption of Kafka in the enterprise

Acceleration of Business Value Use Cases Enterorise Data azia

Product, Event-Driven
Architecture

Central nervous
system
Platform Effect:
reuse of data,

efficiencies of
scale

All data in the organization
managed through a single
event streaming platform

+ Digital natives/digital pure
players—probably using
machine learning & artificia
intelligence

[relational databases

Event streaming platform redundant)

Mission-critical,
Clusters of connected LOBs

reuse, real-time
analytics

Scalable

Pipeline
Pub/sub Mission-critical but

Identify a disparate LOBs

_ managing majority of
. . prnjectfstart to mission-critical data processes,
Single Solution set up pipe"ne globally, with multi-datacenter

replication across en-prem and
hybrid clouds, in parallel with
other big data infrastructure,

Early
interest

Multiple mission-critical use
seuction with scale

cases in pr
disaster recovery, and 5LAs. +
Event streaming clearly
LOB(s); small tearns delivering business value with
experimenting; pubfsuUb or ¢ gjte visibility,

Developer downloads ntegration, + 1-3 use cases
K;-‘ha _a"-d expeniments,  guickly moved into production + Platforms -
pilot{s) but fragmented

- Projects =

https://www.confluent.io/blog/event-streaming-benefits-increase-with-greater-maturity/
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https://www.confluent.io/blog/event-streaming-benefits-increase-with-greater-maturity/

Your next steps

Find out if your Deploy and run Kafka in
organization is already Kubernetes cluster
running Kafka

Watch recordings Determine your Adopt Event Driven
from Siebel CRM use-cases for Kafka Framework and Cloud
Virtual Summit Native Architecture
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Three initiatives to
transform your
Siebel CRM in 2021




